
OPTIMAL LIABILITY RULES FOR 
COMBINED HUMAN-AI HEALTH CARE 
DECISIONS

Documents de travail AFED
The French Law & Economics Association Working Papers Series

Bertrand Chopard

Olivier Musy

AFED WP No. 24-04
https://econpapers.repec.org/paper/afdwpaper

Les opinions exprimées dans la série des Documents de travail AFED sont celles des auteurs et ne reflèlent pas nécessairement celles de l’institution. Les 
documents n’ont pas été soumis à un rapport formel et sont donc inclus dans cette série pour obtenir des commentaires et encourager la discussion. 
Les droits sur les documents appartiennent aux auteurs. 

The views expressed in the AFED Working Paper Series are those of the author(s) and do not necessarily reflect those of the institution. The Working Papers 
have not undergone formal review and approval. Such papers are included in this series to elicit feedback and to encourage debate. Copyright belongs to 
the author(s). 



Optimal Liability Rules for Combined

Human-AI Health Care Decisions

Bertrand Chopard∗and Olivier Musy†

AFED Working Paper No. 2024–04

Abstract

The integration of AI for healthcare redefines medical liability, converting decision-

making into a collaborative process involving a technological tool and its user. When a

harm is caused, both users and manufacturers of AI may be responsible. The judicial

system has yet to address claims of this nature. We build a model with bilateral care to

study which combinations of liability rules are socially efficient. Both agents could face

strict liability, be subject to negligence rules or face hybrid regimes: one agent faces a

fault liability regime, while the other operates under strict liability. We highlight two

crucial elements: (i) the sharing scheme of the payment of compensation between users

and producers (ii) the nature of their cares (complements or substitutes). The latest AI

Liability Directive from the European Parliament in the field of medicine advocates the

implementation of a strict liability regime for producers and a fault liability regime for

users. We show that this regime is socially efficient. A novel framework is not necessary.
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1 Introduction

Recent technological developments in robotics and artificial intelligence (AI) in the medical

area will change the nature of experts’ decisions because a part of the final decision or action is

delegated to an ’autonomous’ product. This integration of AI into healthcare protocols has the

potential to improve the well-being of patients since “combining AI methods and systems with

an irreplaceable human clinician can advance the delivery of care in a way that outperforms

what either can do alone” (Griffin, 2021). However, such utilization also carries the inherent

risk of causing harm, thereby establishing a basis for potential legal claims, given that the

judicial system has yet to address any claims of this nature. We anticipate that both healthcare

practitioners employing these AIs and the manufacturers of the AIs may be deemed responsible.

Given that it is not feasible to ascribe any fault directly to the AI, being a non-legal entity, the

patient-victim naturally will turn to the healthcare professional for accountability. Subsequently,

the practitioners will, in turn, seek redress from their employer, the healthcare institution.

Finally, the healthcare institution may then pursue legal action against the supplier or the

manufacturer of the AI.

In accordance with the latest European regulations pertaining to AI in the healthcare sector,

two already established liability frameworks may facilitate the resolution of future disputes

arising from the use of AI in the field of medicine1. Put differently, there would be no need to

establish a new liability framework specifically for these disputes. These two existing liability

regimes are (i) the strict liability regime for defective products (such as algorithm malfunctions)

and (ii) the fault liability regime for healthcare professionals (e.g., improper use of AI). Let us

examine these two liability regimes successively.

As outlined in the AI Liability Directive of the European Parliament, dated September 28,

2022, the manufacturer of AI will assume strict liability for its AI’s defectiveness. The defec-

tiveness of AI will be established upon the identification of a malfunction in the algorithm code.

The confirmation of AI defectiveness poses challenges and incurs substantial costs, necessitat-

ing private and judicial expert assessments and counter-expertise to conclusively determine its

flaws. Indeed, as stated by Price (2018) and Price et al. (2019, 2023), one major difference with

traditional medicine is that the AI may communicate recommendations without communicating

1See for instance, the Proposal for a Directive of the European Parliament and of the Council on the adap-

tation of rules on non-contractual liability in the realm of AI, dated September 28, 2022. This directive is

commonly referred to as the AI Liability Directive, accessible at: https://ec.europa.eu)
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the reasons of the recommendation, leading to black box medicine.

Those AI manufacturers could then absolve themselves of this liability by invoking the so-

called ’development risk’ provision, particularly applicable to learning algorithms. Essentially,

the manufacturer could demonstrate that, at the time of introducing the product to the market,

the prevailing scientific and technical knowledge did not enable the detection of the identified

defect. This assertion holds validity, especially in the context of deep learning algorithms, where

computer codes are designed at a specific moment for autonomous learning. These algorithms

generate developments independently through inferential reasoning based on accumulated data.

Consequently, if defects arise in the self-generated developments post-initial programming, the

manufacturer is absolved of liability, as anticipating such defects at the time of market release

was not feasible.

The latest European regulation on AI use in healthcare could also modify the scope of the

liability of healthcare professionals as AI users. The main idea is that the regime of fault liability

for the healthcare professional must continue to apply, for example when the fault committed

results from the improper use of AI by the physician. At the same time, physicians must also

continuously monitor the AIs they use. They must continue to take responsibility for their

choices, even when assisted by AI (Higgins, 2022). The most intricate scenario is as follows. If

not following the recommendations of algorithmic systems constitutes a fault, considering the

performance of certain systems, medical professionals may feel almost compelled to follow the

recommendations of AIs for fear of having their liability invoked in case of non-compliance.

Viewed through the lens of joint liability, such health care decisions arising from the collab-

oration between humans and AI present a unique challenge. In this scenario, distinct agents

find themselves subject to diverse liability frameworks. While physicians adhere to the tradi-

tional fault-based tort law, any proven defects in the AI system should trigger the application

of standard product liability rules grounded in strict liability to the AI producers. Enhancing

patient care and mitigating overall harm becomes a shared responsibility between the physician

and the AI producer, each capable of individually reducing risks at a private cost. Notably, the

literature has yet to explore the incentive implications for potential injurers in this context.

In this paper, we explore the care incentives provided by liability rules in an joint decision

process in which potential harm to the patient depend on a joint process combining a physician

(or the AI user) and an AI device produced by a private firm, called the AI producer. To

do this, we extend the model of tort liability in a ”buyer-seller” relationship with bilateral
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observable care developed by Daughety and Reinganum (2013, 2014). The first modification to

this model comes from the specific context of medical malpractice (see Danzon, 1985a, 1985b,

1997). We assume that the patient’s harm depends on the levels of care exercised by the AI

producer and the AI user, while the final consumer, here the patient, remains passive. The

patient has no direct influence on both levels of care and does not build any strategy. However

the patient’s welfare matters as the physician will take care about patient’s health status, which

is a standard assumption in health economics2. The second change lies in the assumption that

the decision-making process is joint between the physician and the AI product3 (see Agrawal et

al., 2019). We assume that both the AI user and the AI producer can cause harm to patient and

are then subject to liability. Consequently, we also introduce in our study how liability should

be assigned and shared between agents. Each agent can face a specific liability regime, which

creates specific incentives in terms of care. We show that an important element of the analysis

is how these different levels of care interact with each other, i.e. whether they are complements

or substitutes.

The specific design of the model is such that the AI producer chooses its individually optimal

level of care first, for instance during the development phase and/or the production phase of

the AI system. One can interpret this level of care as the quality of AI system, i.e. the quality

of the prediction or the ease-of-use of the algorithm. Next, the AI user, here the physician,

chooses his level of care. Since the final decision is a joint process between the AI user and the

AI, the higher the care of both agents, the lower the potential harm of the patient. Individuals

levels of care can be substitutes or complements. Between these two decisions about the levels

of care, there is a price-mediated relationship between the AI producer and the AI user. The AI

user determines the quantity of AI system to demand, anticipating the amount of care that she

will choose when using the AI system. It allows to calculate the AI user’s marginal willingness-

2Standard theories of health providers suggest that physicians are motivated by both their own personal

interest and by an altruistic motive relative to their patients’ health benefits or losses (Brosig-Koch, Hennig-

Schmidt, Kairies-Schwarz and Wiesen, 2016, 2017; Hennig-Schmidt and Wiesen, 2014). This medical altruism

leads to the inclusion of the patient’s health status in the physician’s utility function. The literature generally

uses a linear and separable form of the physician’s utility function (Chalkley and Malcomson, 1998; Godager

and Wiesen, 2013; Jack, 2005; Makris and Siciliani, 2013), which distinguishes between the physician’s revenue,

and costs due to the patient’s health status.
3Our analysis can also apply to the study of other technology devices such as medical robots that notably

improve precision in surgical procedures. For the conciseness of the presentation, we focus our discussion on AI

technology devices.
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to-pay for AI system. The probability of a medical accident, as well as the magnitude of the

patient’s damage (and compensation), depends on these two levels of care, taken together.

After calculating the socially efficient levels of care, we study which liability rules may

induce, or not, socially efficient levels of care from both AI user and AI producer. We study

various combinations of liability rules. Both the AI producer and the AI user can have strict

liability. They may also be each of them subject to fault based liability rules. But one can

also apply a different liability rule to each party. We thus study configurations in which one

agent faces a fault liability, while the other operates under strict liability. When both parties

have to compensate the patient’s harm they cause, we consider a general sharing scheme of the

payment of compensation between the AI producer and the AI user. Our main result is that the

latest proposal of the European Parliament, that is a combination of strict liability for the AI

producer and fault-based liability for the AI user, is socially desirable as it would induce socially

efficient levels of care from both AI user and AI producer. Thus, the future concern lies not in

determining the applicable liability regime for the involved parties but, rather, in exploring how

these two liability frameworks can be subtly adjusted to adeptly address the challenges posed

by the integration of AI in the field of medicine.

The paper is organized as follows. The literature review is given in Section 2. We present the

model and our assumptions in Section 3. Then we successively study different liability regimes:

strict liability in Section 4, and fault-based liability in Section 5. In these sections, we assume

that both the AI producer and the AI user are subject to the same liability rules. In section 6,

we move away from this assumption and we apply a different regime of liability to each party.

In Section 7, we discuss and compare our overall outcomes. Section 8 concludes.

2 Related literature in tort law and economics

Most of the standard law and economics literature on products liability developed notably by

Shavell (1980, 2007), Landes and Posner (1980) and Daughety and Reinganum (2013, 2014)

assume that only the producer may be subject to liability rules, not the user of the product,

or a final consumer such as a medical patient. When care is bilateral, the literature explains

that the regimes of no liability and negligence generate socially efficient care by the two players

(the producer and the consumer), while strict liability does not. Thus, strict liability must

be augmented with a defense of contributory negligence on the part of consumer to restore
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incentives for socially efficient care. It means that the producer will be strictly liable if the

consumer takes due care, while the producer has no liability if the consumer has failed to take

due care. By analysing the specific market relation between the AI producer and the AI user,

we go further in this direction at several levels.

Some papers have already studied optimal liability rules for the use of AI systems, notably

Shavell (2020). He explains that none of the liability rules, mainly strict liability and fault-

based liability, would perform well to reduce the accident risk. Then, he describes an alternative

liability rule, so called the strict liability with damages paid to the state, that would be able to

regulate the accident risk. The main change is that this liability requires to make a payment to

the State (for the damage) rather than to the party who has suffered harm. It differs from our

case since these AI systems, typically autonomous motor vehicles, are fully autonomous, which

changes radically the analysis. Still in connection with autonomous motor vehicles, David and

Muelheuser (2022) examine how liability regime may influence the innovation phase of these

new technologies. It could serve as a source of inspiration as we do not study here the impact

of liability rules on previous steps of analysis such as AI producer’s market entry or innovation.

The combinations of liability rules we analyse make sense in settings were decisions are jointly

done by AI-based technology and humans, which represents a mix of the previous cases. This

type of decisions making has been studied by Agrawal et al. (2019). They make the distinction

between two fundamental tasks: prediction and judgment. These two tasks are inputs into

decision-making. Using this model, Obidzinski and Oytana (2022) study optimal liability law

according to behavioral biases of AI users, using simple sharing rules to compensate victims. As

in other papers on joint and shared liability between multiple injurers, they consider symmetric

agents facing the same liability rules. In a duopoly market with vertical differentiation, Chopard

and Musy (2023) study the effects of liability sharing between the AI producer and the AI user

on the price of AI products and their levels of quality. They show that the transfer of liability

from AI users to firms is priced into AI products, which makes this neutral in the end.

Besides the context related to the study of a medical relationship, our analysis differ from

the previous ones since we consider a joint decision between two parties that can face specific

liability regimes. We study the sharing of the compensation payment between the two parties.

For example, going back to the first example, that is strict liability with a defense of contributory

negligence on the part of the AI user. Usually, if the AI user is negligent, then she will solely pay

the entire amount of compensation. In our context, that is questionable. One may suggest that
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the negligent AI user could share the payment of compensation with the AI producer as, under

strict liability, the AI producer is legally responsible even in the absence of fault or negligence.

The payment of compensation between the two parties can be divided, equally or not. Such a

division of compensation may also arise when both the AI producer and the AI user are subject

together to either strict liability or negligence rule (when both parties are negligent). Due to

this division of payment of compensation between the two parties, we show that the type of

levels of care, either substitute or complement, becomes important. The two cases must be

considered. If they are substitutes (resp. complements), then the AI user will increase (resp.

decrease) her amount of care when the amount of care chosen by the AI producer decreases

(resp. increases). We then highlights which liability rules and payment sharing configurations

lead to an optimal level of care. We highlight several mechanisms at play and we show which

combinations are needed to obtain en efficient situations. We notably show that imposing strict

liability to the AI producer and a pure defense of contributory negligence on the AI user, which

resembles to the existing situation, is efficient.

3 The Model

3.1 Assumptions

To represent the market for artificial intelligence in healthcare, we use of a sequential model

à la Daughety and Reinganum (2014) with bilateral care and proportional harm. We assume

a market with a single AI producer and many identical AI users or physicians. In the whole

document, we employ the terms ’physician’ and ’AI user’ interchangeably. The AI producer is a

monopolist and chooses q the quantity of AI system to produce. The variable q also represents

the intensity of use of AI tools in health care by a representative physician. For sketch of

simplicity, we assume that a physician needs one unit of AI system to treat one patient.

For each patient treated with AI (or for each unit of AI system), the expected patient’s

harm depends on amounts of care chosen by both the AI producer and the AI user. This is

a sequential care-taking, wherein the AI producer takes care in developing and manufacturing

the AI system, and the physician takes care in using the AI system to treat q patients. Both

levels of care reduce the expected harm of each patient treated with AI, denoted as h(x, y). In

case of compensation of the harm due to a medical error, this expected patient’s harm equals
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the expected compensation payed to the patient, which is then equals to h(x, y).

The AI producer’s production cost, including care, is constant per unit of AI system and

equal to xq. The physician’s cost of care is also constant per unit of AI system and equal to yq.

These are crucial assumptions. If (i) total production cost and cost of care on part of the AI

producer, xq, is constant per unit of AI system (or per patient treated with AI), q, and (ii) total

effort cost for taking care on the part of the AI user, yq, is also constant per unit of AI system,

q, then both welfare and AI producer’s profit can be expressed on a per AI user basis. In this

paper, we thus examine the interaction between one monopolist with a single representative AI

user as all physicians are assumed to be identical.

The game runs as follows.

• Step 1: The AI producer simultaneously chooses a level of care, x, and the quantity of AI

system to produce, q. The quantity of AI system, the level of care and the liability regime

imply a price p for each unit of AI system.

• Step 2: The AI user observing p and x, acquires an amount q of the AI system, anticipating

the amount of care y she will choose to employ during the use of each unit of AI system.

• Step 3: The AI user chooses her level of care y per patient treated with AI (or equivalently

per unit of AI system) subject to the constraints reflecting the liability rules and the the

sharing of the expected compensation to patient harm between the AI user and the AI

producer once a medical error occurs.

We assume that the AI producer is able to anticipate correctly the AI user’s marginal

willingness to pay for the AI system, as well as the care the AI user will subsequently take

when using AI system. We denote u(q) the AI user’s utility when she uses q units of AI system

to treat q patients. The higher the use of AI system, the higher the utility of the AI user.

This captures the fact that combining AI system with clinician’s decision improves the patient

welfare. Any increase in patient’s welfare appears in our altruistic physician’s utility. We have

u′(q) > 0 and u′′(q) < 0.

The expected patient’s harm (or compensation) h per unit of q can be reduced by choosing a

level of care x for the AI producer and y for the AI user, with the total expected harm h(x, y)q >

0 for each AI user. Here, we clearly see that the patient’s expected harm or compensation

depends on a combined human - AI decision, the level of care of the later being decided by
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the product supplier. We assume that hx < 0, hy < 0, hxx > 0 and hyy > 0. It means that

for each player, raising its level of care reduces expected harm but at a diminishing rate. We

assume that hxxhyy − h2
xy for our problem to be concave. The sign of the cross derivatives hxy

and hyx can be positive or negative, according to whether we consider that levels of care are

either complements or substitutes. We denote π(q, x, y) the firm’s profit for any given choice of

(q, x) and a given expected AI user’s level of care y.

3.2 Social Welfare

The social objective is to maximize the net social benefits from the use of AI in the healthcare

sector. The social planner would maximize the utility (u(q)) derived from the use of AI system

in healthcare, minus (i) the expected patient’s harm (h(x, y)q) caused by negligence, misuse or

product defect when an AI system is applied to enhance the patient care, and (ii) the sum of

the cost of care (yq) borne by the AI user and the cost of care (xq) borne by the AI producer.

Therefore, the social optimization problem is given by :

max
q,x,y

W (q, x, y) = u(q)− h(x, y)q − xq − yq (1)

The socially efficient outcomes xSE, ySE and qSE are respectively given by the following

first-order conditions:

−hx(x
SE, ySE) = 1 (2)

−hy(x
SE, ySE) = 1 (3)

u′(qSE) = h(xSE, ySE) + xSE + ySE (4)

From equations (2) and (3), we obtain xSE and ySE such that the marginal benefits associated

to patient’s harm reduction are equal, because the AI user’s and the AI producer’s marginal

costs of care are equal. Given those values, equation (4) gives the socially efficient quantity of

AI. This quantity is such that the marginal gain from applying an additional unit of AI to take

care of patients equals the marginal social cost of using this unit of AI, which includes both the

expected patient’s harm in case of medical error and the amounts of care chosen by AI user and

AI producer.

Below, we explore how the liability regime either based on fault, or no fault principle, affects

the choice of amounts of care and indirectly the patient’s welfare. We especially study the

influence of the way that the liability rule shares the payment of compensation for patient’s
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harm between the AI user and the AI producer. We put aside the analysis of the quantity of

AI: the AI producer, acting as a monopolist, is producing too little output.

4 Strict liability

Under a regime of no liability, it is straightforward to show that both the AI user and the AI

producer do not take any care: x∗ = y∗ = 0. Under a strict liability regime, the patient harm

has to be compensated, whatever the level of care of agents. This payment can be borne by a

single agent, being either the AI user or the AI producer. But it can also be shared between

the two agents as explained below.

Assumption 1 Under strict liability, once a medical accident occurs, the compensation for

patient’s harm is shared out between the AI user and the AI producer. We denote β ∈ [0, 1] the

share of the compensation borne by the AI user. Thus βh(x, y) is borne by the AI user while

(1− β)h(x, y) is borne by the AI producer.

The share of the compensation paid by the AI user or the AI producer (that is β) is not

a function of the amounts of care x and y. Solely, the expected patient’s harm h(x, y) (or the

compensation) depends on the levels of care. In other words, we do not consider the rule of

comparative causation such that both parties’ shares of compensation are functions of levels of

care.

Assume that Assumption 1 holds. We solve our game by backward induction. At step 3, for

given values x and q, the AI user solves the program:

min
y

qβh(x, y) + yq (5)

The first order condition gives:

−βhy(x, y
∗) = 1 (6)

where y∗(x) is the AI user’s best choice of care. This choice depends on (i) the share of

compensation borne by the AI user (β), and (ii) the amount of care x chosen by the AI producer

at step 1. If the payment of compensation is borne by the single AI user (that is β = 1), then

we have y∗(x) = ySE(x) for all x. As a consequence, the AI user’s choice of care for any given

level of investment in care made by the AI producer is the efficient amount. However, it does

not ensure that, at equilibrium, we have y∗ = ySE. It will depend on the AI producer’s choice of

care at step 1. When the share of compensation borne by the AI user β decreases, it reduces the
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his incentive to invest in care for any given level of investment in care made by the AI producer.

If β < 1 then y∗(x) < ySE(x) for all x. If the payment of compensation is borne by the single

AI producer (β = 0), then the AI user has no incentives to invest in care for any given level of

investment in care made by the AI producer, that is y∗(x) = 0 for all x.

At step 2, expecting the choice y∗(x) found in step 3, the AI user’s choice of quantity is

solution of the program:

max
q

u(q)− βh(x, y∗(x))q − qy∗(x)− pq (7)

where p is the unit price of AI system paid by the AI user. The first-order condition yields the

following inverse demand function for AI system:

p(q, x|y∗(x)) = u′(q)− βh(x, y∗(x))− y∗(x) (8)

The share of compensation borne by the AI user (β) has a direct and indirect effect on the AI

user’s willingness-to-pay for AI system. Consider first the direct effect. When β rises, the legal

pressure on the AI user increases. The use of AI system becomes more costly due to the higher

payment of compensation in case of medical accident. Consequently, the AI user’s demand for

AI system diminishes. Hence, there is a potential trend of healthcare professionals scaling back

their involvement in patient care with AI. The apprehension of potential liabilities may lead

these professionals to reconsider their use of AI, despite its significant potential for progress in

medical detection, prevention, and treatment of diseases.

Next, two indirect effects are present because the share of compensation borne by the AI

user will also influence the amount of care chosen by the AI user at step 3. If legal pressure on

AI user increases (higher β), then the AI user chooses higher amount of care. The first indirect

effect is that the AI user’s cost of care increases (see the last term, y∗(x), in Equation (8)). As

the use of AI system becomes more costly, the demand for AI system diminishes, as well as

the AI user’s willingness to pay for. The second indirect effect is that a higher amount of care

decreases the expected patient’s harm or the magnitude of compensation (h(x, y∗(x))). The

liability cost diminishes, which makes the AI system more attractive. The AI user’s willingness

to pay for AI system increases. In the end, the two indirect effects run in opposite directions.

Note that when the level of care from the AI producer increases, expected harm diminishes,

which raises the demand for the AI system.

Finally, at step 1, expecting the amount of care y∗(x) chosen by the AI user at step 3, as

well as the AI user’s willingness to pay for AI system set at step 2, the AI producer chooses an
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amount of care that solves:

max
x

π(q, x|y∗(x)) = [u′(q)− βh(x, y∗(x))− y∗(x)] q − (1− β)h(x, y∗(x))q − qx (9)

The first order condition writes:

−hx(x, y
∗(x))−

[
(1− β)hy(x, y

∗(x))
∂y∗(x)

∂x

]
= 1 (10)

Comparing Equation (14) with Equation (2), it appears an additional term at the left hand

side, under the condition that β < 1. This term results from the sharing of the payment of

patient’s compensation between the AI producer and the AI user. This new term may be either

positive or negative, thus being either a marginal benefit or cost. The sign of this term depends

on the sign of ∂y∗(x)
∂x

. Using equation (6) and the implicit functions theorem, we find that4:

∂y∗(x)

∂x
= −hyx

hyy

(11)

Since we have assumed that hyy > 0, then the sign of the cross term hyx (which indicates how x

and y substitute so as to provide any constant level of h(x, y)) determines the sign of the slope

of the AI user’s reaction function y∗(x) at step 3. Whether y∗(x) is downward or upward-sloping

indicates whether both amounts of care are either substitutes or complements at equilibrium.

More precisely, if hyx > 0 then x and y behave like substitutes. As the AI producer is moving

first in our game, the AI user will increase (resp. decrease) her amount of care if the amount

of care chosen by the AI producer decreases (resp. increases). At the opposite, if hyx < 0 then

x and y behave like complements at equilibrium. Both amounts of care increase or they both

decrease at equilibrium.

Next, we replace ∂y∗(x)
∂x

= −hyx

hyy
in equation (10). The equilibrium AI producer’s choice of

care is solution to:

−hx(x, y
∗(x)) +

(1− β)hy(x, y
∗(x))hyx

hyy

= 1 (12)

where y∗(x) < ySE(x). Below, we compare Equation (16) with Equation (2) for two (sets of)

values of the share of the compensation borne by the AI user: β = 1 and β < 1.

First, assume that the payment of compensation is borne by the single AI user, that is β = 1.

The AI producer has no liability while the AI user faces strict liability. According to Equation

(6) and Equation (12), we find that x∗ = xSE and y∗ = ySE. It results in the socially efficient

choices of level of care. As the AI user solely bears the payment of compensation, she will choose

4For easier exposition of the section, we present the second derivatives without references to the variables.
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the socially efficient level of care for any given level of investment made by the AI producer.

We find that the AI producer will choose his level of care x so that the AI user meets the due-

care standard by choosing y∗ = ySE. Put differently, the AI producer also chooses the socially

efficient level of care at equilibrium x∗ = xSE even if he has no liability. The reason is that from

the AI producer’s viewpoint, investment in care (x) becomes profitable because it transfers into

a higher willingness-to-pay of the AI user who bears the entire payment of compensation in case

of medical accident. This creates an incentive to invest x∗ = xSE at equilibrium. Then, the

AI user responds via her best-response function to the AI producer’s choice of care of xSE. It

gives y∗ = ySE. In the end, it is the AI user who pays for the entire care, directly for (y) and

indirectly for (x).

Now, we study the implication of the assumption β < 1. In this case, the way in which the

quantities of care of each agent interact plays an important role. Two cases must be considered.

First, we assume that amounts of care are substitutes. Next, we assume that amounts of care

are complements.

Care levels as substitutes

Assume that hyx > 0. Both levels of care behave like substitutes. Next, remind that the AI

producer, moving first, can influence the AI user’s care level. Look at the first term in left-hand

side of Equation (12), that is −hx(x, y
∗(x)). This term is the AI producer’s direct marginal

benefit of care. Increasing investments in care reduces the expected payment of compensation

in case of medical accident. It does not depend on the liability cost sharing rule (β). This results

from the market relationship between the AI user and the AI producer. More precisely, the share

of compensation borne by the AI user, β, reflects in an higher willingness-to-pay on the part of

the AI user. Consequently, when choosing x, the AI producer takes into account not only his

share of compensation (1−β) but also the AI user’s share (β) because this becomes valuable to

the AI producer. A second point is important here. As a decrease in the AI producer’s care level

causes an increase in the AI user’s care level (as they are substitutes), then the AI producer

could shift some of the costs of care to the AI user who is moving second in our game. However,

if the AI producer ever did that, this would be reflected in a lower marginal willingness-to-pay

on the part of the AI user for AI system. Thus, such a strategy is not valuable for the AI

producer. Finally, as hyx > 0 (or hxy > 0), hx < 0 and y∗(x) < ySE(x) under the condition

β < 1 at step 3, we have hx(x, y
SE(x)) > hx(x, y

∗(x)). Thus, −hx(x, y
∗(x)) > −hx(x, y

SE(x)).

That means the AI producer has higher incentive (in comparison with the socially efficient case)
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to invest in care because levels of care are substitutes.

Next, look in detail the second term in left-hand side of Equation (16), that is (1−β)hy(x,y∗(x))hyx

hyy
.

As hyx > 0, this term is negative. Remember that an AI producer’s increased investment in

care reduces the AI user’s level of care as both are substitutes at equilibrium. Consequently,

the AI producer’s payment of compensation tends to increase due to the AI user’s lower invest-

ment in care (for any given increase of the AI producer’s level of care). This marginal cost is

proportional to the share of compensation borne by the AI producer, 1− β. This marginal cost

does not appear in Equation (2) determining the socially efficient level of care from the AI pro-

ducer. Thus, this additional marginal cost reduces the AI producer’s incentive for investment

in care. The two effects depicted above run in opposite direction to each other. Thus, under

Property 1, if both levels of care are substitutes, the AI producer generally does not choose the

socially efficient level of care. The AI producer can over-invest in care (x∗ > xSE). This induces

the AI user to under-invest in care (y∗ < ySE) at equilibrium. But the AI producer may also

under-invest in care (x∗ < xSE). In such a situation, the AI user will therefore over-invest in

care (y∗ > ySE) or under-invest in care (y∗ < ySE) at equilibrium.

Care levels as complements

Assume that hyx < 0. Both levels of care behave like complements.The AI producer’s direct

marginal benefit of care in Equation (12) still equals −hx(x, y
∗(x)). When the AI producer

invests in care, he reduces the expected amount of compensation payed to the patient in case

of medical accident. As hyx < 0 (or hxy < 0), hx < 0 and y∗ < ySE under the condition

β < 1 at step 3, we have hx(x, y
SE(x)) < hx(x, y

∗(x)). Thus, −hx(x, y
∗(x)) < −hx(x, y

SE(x)).

The AI producer has therefore a lower incentive (in comparison with the socially efficient case)

to invest in care. Next, study the second term in left-hand side of Equation (16), that is

(1−β)hy(x,y∗(x))hyx

hyy
. As hyx < 0, this term is positive. An AI producer’s increased investment in

care increases the AI user’s level of care as both are complements at equilibrium. Consequently,

the AI producer’s payment of compensation tends to decrease due to the AI user’s higher

investment in care (for any given increase of the AI producer’s level of care) because both levels

of care are complements. Consequently, the AI producer’s payment of compensation tends to

decrease due to the AI user’s higher investment in care. This marginal benefit is proportional to

the share of compensation borne by the AI producer, (1−β). Notice that this marginal benefit

does not appear in Equation (2). Consequently, this additional marginal benefit increases the

AI producer’s incentive for investment in care. The two effects depicted above run in opposite
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direction. If both levels of care are complements and Property 1 holds, then the AI producer

generally does not choose the socially efficient level of care. If the AI producer over-invests in

care (x∗ > xSE), then the AI user will respond at equilibrium by either under-investing in care

(y∗ < ySE) or over-investing in care (y∗ > ySE). But the AI producer may also under-invest in

care at equilibrium (x∗ > xSE). This induces the AI user to under-invest in care too (y∗ < ySE)

at equilibrium.

We summarize our main results in proposition below. Let us recall that x∗ and y∗ denote

the levels of care chosen by the AI producer and the AI user at equilibrium when both players

are subject to strict liability.

Proposition 1 When the AI user faces a regime of strict liability while the AI producer has

no liability, we have x∗ = xSE and y∗ = ySE, socially efficient levels of care are chosen by

both agents. When both the AI producer and the AI user face a regime of strict liability and

Assumption 1 holds, then two cases must be considered, none of them being efficient:

(i) Assume that levels of care are substitutes. If x∗ > xSE then y∗ < ySE. But, if x∗ < xSE

then y∗ < ySE or y∗ > ySE.

(ii) Assume that levels of care are complements. If x∗ > xSE then y∗ < ySE or y∗ > ySE.

But, if x∗ < xSE then y∗ < ySE.

When both the AI producer and the AI user have strict liability, one has to think about

the division of payment of compensation between the two parties in case of medical accident.

The key point is that as soon as one reduces the share of compensation borne by the AI user

(and simultaneously transfers this part of compensation to the AI producer), this reduces the

AI user’s incentive to invest in care, which may be socially inefficient. Due to this division of

compensation between the two parties, it also appears that the type of care matters. More

precisely, the type of care, complement or substitute, is helping to determine the AI producer’s

choice of care at first step as well as the AI user’s reaction at last step of the game. If levels

of care are substitutes then as the AI producer is moving first, the AI user will increase (resp.

decrease) her amount of care if the amount of care chosen by the AI producer decreases (resp.

increases). At the opposite, if levels of care behave like complements then both amounts of care

increase or they both decrease at equilibrium.

First, assume that levels of care are substitutes. As the AI user tends to reduce her invest-

ment in care (her liability exposure is reduced by the division of compensation), the marginal
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product of AI producer’s investment in care increases. The AI producer is prompted to invest

more in care. But, at the same time, any AI producer’s increased investment in care reduces the

AI user’s level of care as both are substitutes. This second effect is higher the more the share

of compensation borne by the AI producer is large. As the division on compensation between

the two parties encourages the AI user to reduce her investment in care, it is expected that the

AI user will under-invest in care while the AI producer will over-invest in care as both levels

are substitutes. This outcome is plausible. But, due to the above effects, another outcome may

occur. There could be under investment in care by the AI producer at equilibrium. Under this

scenario, the AI user’s choice of care is unclear.

Suppose the AI producer and the AI user are still subject to strict liability, but their levels

of care are complements. Contrary to the previous case, the marginal product of AI producer’s

investment in care decreases (in comparison with the socially efficient case). This reduces the

AI producer’s incentive to invest in care. But a second effect also works in reverse. An AI

producer’s increased investment in care increases the AI user’s level of care, as both are now

complements, further reducing the AI producer’s expected payment of compensation. In the

end, as the division on compensation between the two parties still encourages the AI user to

reduce her investment in care, one plausible outcome is that both the AI user and the AI

producer under-invest in care. But, due to the effects depicted above, the AI producer could

also over-invest in care at equilibrium in which case the AI user’s reaction is unclear.

5 Negligence rule

In this section, we explore the negligence rule. Under this liability rule, a solely negligent

party bears the entire compensation payed to the injured patient. The compensation is shared

between the AI producer and the AI user, only when both parties are negligent. There is

no comparative causation, meaning that parties do not bear a compensation proportional to

their causal contribution to the accident loss (for instance, proportional to their amounts of

care)5. Instead, the sharing of the compensation between the AI user and the AI producer is

5Other negligence based liability rules exist (Parisi and Fon, 2004). These rules are based on comparative

causation, the only tort regime that allows injurers and victims to share accident losses. Their setting is

different because we rather study the compensation sharing between two injurers, the AI user and the AI

producer. Moreover, the accident results from the interaction of two parties who are strangers to each other.

Thus, contrary to our game, these parties are unable to allocate the risk of accident between them prior an

16



exogenously determined.

Assumption 2: A non-negligent party has no liability, regardless the amount of care chosen

by the other party. The entire compensation for accident loss is borne by the negligent party when

the other party happens to be diligent. When both parties are negligent, then the compensation is

exogenously shared between them. We denote β the share of compensation payed by the negligent

AI user. The share 1− β is born by the negligent AI producer.

The game between the AI user and the AI producer is still played in three steps.

5.1 The AI user’s choice of level of care

At step 3, under Assumption 2, after having purchased q units of AI, the AI user must decide

on the level of care to take which is solution to:

min
y


yq if y ≥ ySE and regardless of the value of x

yq + βh(x, y)q if y < ySE and x < xSE

yq + h(x, y)q if y < ySE and x ≥ xSE

 (13)

where xSE and ySE are the socially efficient amounts of care taken by the AI producer and the

AI user respectively. The expression of the expected harm depends on both the AI user’s and

the AI producer’s care decisions, while the cost of taking care remains the same in the three

cases. When the negligence rule prevails, the AI user’s expected harm depends on whether she,

as well as the AI producer, will choose the socially efficient amount of care. We successively

study each line of Equation (13).

First consider the AI user’s optimal decision when x ≥ xSE at step 1. First-order condition

yields that y∗(x) = ySE(x) for all x, when y∗(x) is the optimal AI user’s choice of care for any

given amount of investment in care made by the AI producer. We find that the equilibrium

AI user’s choice of care (for any amount of investment in care made by the AI producer) is

the efficient amount. However, this does not ensure that the equilibrium level of care under

accident occurs. We give two examples. First, under the rule of comparative negligence, a solely negligent party

still bears the entire accident loss. However, the accident loss is now proportionally shared between the injurer

and the victim when both are negligent. Negligent parties bear accident loss in shares that are proportional to

their causal contribution to the accident loss, that is to their relative amounts of care. One may also consider

the rule of comparative causation under negligence. Anew, a solely negligent party bears the entire accident loss.

However, the accident loss is proportionally shared between the two parties, when both are negligent or when

both are non-negligent.
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negligence rule is the same as ySE. Indeed, assume that at step 1, the AI producer chooses

xSE. Then at step 3, we will have y∗ = ySE. But, assume that x > xSE at step 1. At step

3, the optimal AI user’s choice of care will depend on the sign of the cross derivative hxy. If

hxy > 0 then x and y are substitutes. As a consequence, if x > xSE then the optimal AI user’s

response gives y < ySE according to her equilibrium best response function y∗(x) = ySE(x).

When hxy < 0: x and y are complements. If x > xSE, one might believe that y > ySE given

that y∗(x) = ySE(x). But, according to Equation (17), the AI user’s cost function of care

becomes yq if y > ySE. Thus, minimizing the cost of care leads the AI user to choose y∗ = ySE

at equilibrium under two conditions: (i) x > xSE and (ii) x and y are complements. More

generally, we find that the AI user has no incentives to choose y > ySE whatever the level of

investment in care made by the AI producer at step 1.

Finally, we consider the AI user’s optimal decision when the AI producer chooses x < xSE

at step 1. As explained before, the AI user will not choose at equilibrium y > ySE. Next, for

every x < x∗, the AI user’s best response is either y∗ or one value function for y that solves

1 = −βhy(x, y). This first-order condition gives the AI user’s optimal choice of care denoted as

y∗(x) < ySE(x) for β < 1 under the condition that for x the AI user’s cost of care is lower if

she does not meet the socially efficient amount of care ySE. In this case, the optimal AI user’s

choice of care for any given amount of care made by the AI producer such as x < xSE is strictly

inferior to the efficient amount. It is the result of the sharing of the compensation between the

two parties. For β = 1 (we exclude this limit case here6), we have y∗(x) = ySE(x). Thus, if x

and y are substitutes or complements, then the optimal AI user’s response is y∗(x) < ySE(x).

This could lead at equilibrium that y∗ ≤ ySE.

For summary, if x and y are complements then the equilibrium AI user’s choice of care is

y∗ = ySE if x ≥ xSE. If the AI producer chooses x < xSE at step 1, then the equilibrium AI

user’s choice of care is y∗(x) ≤ ySE where y∗(x) is solution to 1 = −βhy(x, y). If x and y are

substitutes, then the AI user’s best response function is y∗(x) = ySE(x) < ySE if x ≥ xSE at

step 1. If the AI producer chooses x < xSE at step 1, then the AI user’s best response function

is y∗(x) ≤ ySE where y∗(x) solves 1 = −βhy(x, y).

6When β = 1 then the payment of compensation is solely borne by the AI user, thus meaning that the AI

producer has no liability even if he is negligent. This is not on line with Assumption 2.

18



5.2 The AI user’s choice of AI quantity to demand

We next turn to finding the AI user’s choice of quantity to demand at step 2. The AI user’s

marginal willingness-to-pay for AI comes from the maximization problem for the AI user, where

she rationally anticipates using her best choice-of-care at step 3. We have shown that the AI

user’s best choice-of-care depends on whether x and y are substitutes or complements. We

consider each case successively.

Care levels as complements

Assume that x and y behave like complements. The AI user’s best choice-of-care rule is

either ySE if x ≥ xSE, or y∗(x) ≤ ySE that solves 1 = −βhy(x, y), if x < xSE as explained

above. Thus, the AI user’s program at step 2 is:

max
q

 u(q)− pq − ySEq if x ≥ xSE

u(q)− βh(x, y∗(x))− pq − y∗(x)q if x < xSE

 (14)

where p is the price paid by the AI user for each unit of AI. The first order conditions yield the

inverse demand functions:

p(q) = u′(q)− ySE if x ≥ xSE

p(q, x, y∗(x)) = u′(q)− y∗(x)− βh(x, y∗(x)) if x < xSE.

Care levels as substitutes

Assume that x and y behave like substitutes. The AI user’s best choice-of-care rule is either

ySE(x) ≤ ySE if x ≥ xSE, or y∗(x) ≤ ySE if x < xSE. Thus, the AI user’s program at step 2 is:

max
q

 u(q)− h(x, ySE(x))− pq − ySE(x)q if x ≥ xSE

u(q)− βh(x, y∗(x))− pq − y∗(x)q if x < xSE

 (15)

where p is the price paid by the AI user for each unit of AI. The first order conditions yield the

inverse demand functions:

p(q, x, ySE(x)) = u′(q)− ySE(x)− h(x, ySE(x)) if x ≥ xSE

p(q, x, y∗(x)) = u′(q)− y∗(x)− βh(x, y∗(x)) if x < xSE.

5.3 The AI producer’s choice of care

We turn to the step 1 of the game. We again study two cases: first, x and y are complements,

second, x and y are substitutes.
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Care levels as complements

When negligence rule prevails, the AI producer’s program at step 1 is:

max
x

 π(q, x, ySE) = (u′(q)− ySE)q − xq if x ≥ xSE

π(q, x, y∗(x)) = (u′(q)− y∗(x)− βh(x, y∗(x)))q − xq − (1− β)h(x, y∗(x))q if x < xSE


(16)

We do not need the details of the AI producer’s choice of x. Notice that max
x

{
(u′(q)− ySE)q − xq

}
yields the AI producer to choose x = xSE. Thus, for x = xSE, the profit equals (u′(q)− ySE)q−

xSEq. The AI producer will choose x < xSE if and only if there does exist a level of care x such

that:

(u′(q)− y∗(x)− βh(x, y∗(x)))q − xq − (1− β)h(x, y∗(x))q > (u′(q)− ySE)q − xSEq.

where y∗(x) is solution to 1 = −βhy(x, y). We can rewrite this condition as:

(xSE − x) > (y∗(x)− ySE) + h(x, y∗(x)). (17)

The AI producer will under-invest in care, that is x < xSE, if the gain associated to the

reduction of the cost of care per unit of AI, as measured by (xSE−x), is superior to the expected

harm per unit of AI (as the AI producer is now liable because he chooses x < xSE) plus an

additional negative term, (y∗(x) − ySE) < 0. We remark that the overall expected harm (or

compensation) matters, not only the expected compensation payed by the AI producer. The AI

producer takes into account her part of the expected compensation payed to the patient plus

the portion paid by the AI user. This effect comes from the inverse-demand function. If the AI

producer does not choose the socially efficient amount of care, then the AI user will not meet

the socially efficient amount of care too. Due to this liability cost under negligence rule, the AI

user will consequently reduce her demand for AI. That reduces the AI producer’s incentive to

increase her level of care in order to meet the standard of care. Further, we find that the higher

is the share of compensation borne by the AI user (that is higher β), the more the AI user

invests in care thereby decreasing the expected compensation payed in case of medical accident.

Therefore more likely that the AI producer will under-invest in care at equilibrium. Finally, we

see in Equation (17) that another element creates pressure on AI producer to reduce investment

in care. When the AI producer anticipates that the AI user will respond to her decision to

reduce care by under-investing in care (that is y∗(x)− ySE < 0), it reinforces the AI producer’s

incentive to under-invest in care too.
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Care levels as substitutes

Assume that x and y are substitutes. The AI producer’s program at step 1 is:

max
x

 π(q, x, ySE(x)) = (u′(q)− ySE(x)− h(x, ySE(x)))q − xq if x ≥ xSE

π(q, x, y∗(x)) = (u′(q)− y∗(x)− βh(x, y∗(x)))q − xq − (1− β)h(x, y∗(x))q if x < xSE


(18)

We remark that max
x

{
(u′(q)− ySE(x)− h(x, ySE(x)))q − xq

}
yields the AI producer to

choose x = xSE. Thus, for x = xSE, the AI producer’s profit equals (u′(q)−ySE−h(xSE, ySE))q−

xSEq. The AI producer will choose x < xSE at equilibrium if and only if there does exist a level

of care x such that:

(u′(q)−y∗(x)−βh(x, y∗(x)))q−xq− (1−β)h(x, y∗(x))q > (u′(q)−ySE −h(xSE, ySE))q−xSEq.

where y∗(x) is solution to 1 = −βhy(x, y). We can rewrite this condition as:

(xSE − x) > (y∗(x)− ySE) + h(x, y∗(x))− h(xSE, ySE) (19)

The AI producer will under-invest in care (x < xSE) if the gain associated to the reduction

of the cost of care per unit of AI, measured by (xSE − x), is superior to the right-hand side of

inequality (19). There are two terms at the right-hand side in (19). The first term, y∗(x)−ySE,

is negative. This element creates pressure on AI producer to reduce her amount of care. As

explained above, if the AI producer anticipates that the AI user will respond to her decision

to reduce care by under-investing in care, then the AI producer under-invests in care too. The

second term at the right-hand side of (19), h(x, yNR
β (x))− h(x∗, y∗), is positive. It means that

the lower is the share of compensation payed by the AI user, the less the AI user invests in

care. As a consequence, the expected compensation borne by the AI user increases, thereby

making less likely that the AI producer under-invests in care. We summarize the main results

in proposition below. Anew, let us recall that x∗ and y∗ denote the levels of care chosen by the

AI producer and the AI user at equilibrium when both players are subject to negligence rule.

Proposition 2 Assume that both AI user’s liability and AI producer’s liability are based on the

principle of fault liability, and that Assumption 2 holds. We have x∗ ≤ xSE and y∗ ≤ ySE.

More precisely, if x∗ = xSE then y∗ = ySE. But, if x∗ < xSE then y∗ < ySE.

When (i) both AI user’s liability and AI producer’s liability are based on the principle of

fault liability and (ii) the payment of compensation is shared out between them if they are

21



negligent, then neither the AI producer, nor the AI user will over-invest in care at equilibrium.

If the AI producer chooses the efficient amount of care, then the AI user will also choose the

efficient level of care. If the AI producer under-invests in care, then the AI user will under-invest

in care at equilibrium too. These results hold whether both levels of care are complements or

substitutes.

6 Different liability rules for AI user and AI producer

In this section, the arm caused to the patient is still compensated by the AI user and/or the AI

producer. However, since the nature of their activities are different, we assume that they can

face different liability regimes. For example, in many legal systems, AI user’s liability is based

on the principle of fault liability, while industrial producers face strict liability.

6.1 AI producer’s strict liability and AI user’s negligence rule

We assume that AI user’s face a regime of fault liability, while a regime of strict liability is

applied to AI producers. In this context, two situations are discussed.

In the first one, if the AI user chooses the socially efficient level of care, then the AI pro-

ducer is strictly liable, while if the AI user fails to take socially efficient care, the payment of

compensation will be shared out between the two parties. We call this issue an AI producer’s

strict liability with defense of contributory negligence on part of AI user.

In the second case, the AI producer is still strictly liable if the AI user takes due care. But

the AI producer will no longer be liable for any harm (independent of the level of care chosen

by the AI producer) if the AI user does not meet the due care standard (that is the socially

efficient amount of care). In such a case, the AI user is responsible for all damages caused by

the use of AI system. We call this issue an AI producer’s strict liability with pure defense of

contributory negligence on part of AI user.

6.1.1 AI producer’s strict liability with defense of contributory negligence on part

of AI user

In this section, we explore the implications of the following assumption, bearing in mind that

the AI user operates under negligence rule while we apply strict liability to AI producer.

22



Assumption 3 Under negligence rule, a non-negligent AI user has no liability, regardless

the amount of care chosen by the AI producer subject to strict liability. Once a medical accident

occurs, the AI producer will solely bear the payment of compensation to the patient if the AI user

is non-negligent. Finally, a negligent AI user will have to share the payment of compensation

with the AI producer as follows. The share β of compensation, with 0 < β < 1, is borne by the

negligent AI user. The share 1− β of compensation is borne by the AI producer.

The AI user’s choice of level of care

At step 3, after having purchased q units of AI, the AI user must decide on the level of care

to take which is solution to:

min
y

 yq if y ≥ ySE and regardless of the value of x

yq + βh(x, y)q if y < ySE and regardless the value of x

 (20)

where ySE is the socially efficient level of care taken by the AI user. We successively study each

line of Equation (20). We remark that the AI user has no incentive to choose at equilibrium

y > ySE. Next, regarding the second line of (20), we find that, whatever the amount of care

chosen by the AI producer, the AI user’s best response is either ySE or one value function for y

that solves 1 = −βhy(x, y). This first-order condition gives the AI user’s equilibrium choice of

care denoted as y∗(x). We have: y∗(x) < ySE(x) for β < 1. In words, the AI user is requested to

reduce her investment in care as she shares the payment of compensation with the AI producer.

Thus, the equilibrium AI user’s choice of care is given min
{
y∗(x), ySE

}
where y∗(x) < ySE(x)

is solution to 1 = −βhy(x, y). The central point is that the AI user may have an incentive to

under-invest in care, that is to choose y ≤ ySE. However, the AI user will never over-invest in

care at equilibrium.

The AI user’s choice of AI quantity to demand

We next turn to finding the AI user’s choice of quantity to demand at step 2. The AI user’s

marginal willingness-to-pay for AI comes from the maximization problem for the AI user, where

she rationally anticipates using her best choice-of-care at step 3. The AI user’s program at step

2 is:

max
q

 u(q)− βh(x, y∗(x))q − pq − y∗(x)q if y∗(x) < ySE

u(q)− pq − ySEq if y∗(x) ≥ ySE

 (21)

where p is the price paid by the AI user for each unit of AI. The first-order conditions yield the
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inverse demand functions:

p(q, x, y∗(x)) = u′(q)− y∗(x)− βh(x, y∗(x)) if x such that y∗(x) < ySE

p(q, x) = u′(q)− ySE if x such that y∗(x) ≥ ySE

where y∗(x) is solution to 1 = −βhy(x, y).

The AI producer’s choice of care

We turn to the step 1 of the game. Under strict liability (except for the AI user subject to

negligence rule), the AI producer’s program at step 1 is:

max
x

 π(q, x, y∗(x)) = u′(q)− y∗(x)q − xq − h(x, y∗(x))q if x such that y∗(x) < ySE

π(q, x) = u′(q)− ySEq − xq − h(x, ySE)q if x such that y∗(x) ≥ ySE

 (22)

Look at the second line in (22): the AI producer anticipates that the AI user will never over-

invest in care when using her AI system. When comparing both lines in equation (22), we find

that over or under-investment in care by the AI producer may lead the AI user to under-invest

in care, that is y∗(x) < ySE. Therefore, the AI producer may either go up or down. However,

notice that by raising the investment in care, the AI producer can increase expected profit as

the AI user’s willingness-to-pay increases due to the reduction of expected harm induced by this

increased investment in care. Moreover, even if the payment of compensation may be divided

between the AI producer and the AI user under some condition, we find at step 1 that the

market interaction between the two parties leads the AI producer to bear the full payment of

compensation. As a consequence, this should not lead to a too lower investment in care by the

AI user as the AI producer wants to limit the amount of compensation to be paid to injured

patients. We summarize our results in Proposition 4 below.7

Proposition 3 Assume that AI user’s liability is based on the principle of fault liability while

we apply strict liability to AI producer. Also assume that assumption 3 holds. Then the AI user

7Look at the first line in Equation (22). The first-order condition is:

−hx(x, y
∗
x(x))− y∗x(x)(1 + hy(x, y

∗(x)) = 1 (23)

Using the first-order condition coming from step 3 and the implicit functions theorem, we find that the sign of

y∗x(x) is given by the sign of hyx. More precisely, if x and y are complements (that is hyx < 0) then y∗x(x) > 0. If x

and y are substitutes (that is hyx > 0) then y∗x(x) < 0. According to Equation (23), we find that x∗(y) > xSE(y)

if levels of care are complements. If levels of care are substitutes then x∗(y) < xSE(y).
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will never over-invest in care at equilibrium. The AI producer may either over-invest in care,

under-invest in care, or choose the efficient amount of care. This results holds whether both

levels of care are either complements or substitutes.

6.1.2 AI producer’s strict liability with pure defense of contributory negligence

on part of AI user

In this section, the AI user’s liability is still based on the principle of fault liability, while

we apply strict liability for AI producers. In comparison with subsection 5.1.1, we study the

implications of a slightly different liability scheme outlined below (notice that Assumption 4 is

equivalent to Assumption 3 when β = 1).

Assumption 4 Under negligence rule, a non-negligent AI user has no liability, regardless

the level of care chosen by the AI producer subject to strict liability. Thus, once a medical

accident occurs, the AI producer will solely bear the payment of compensation if the AI user is

non-negligent. A negligent AI user will have to pay the entire compensation in case of medical

error. As a consequence, the AI producer has no liability if the AI user is negligent.

The AI user’s choice of level of care

At step 3, after having purchased q units of AI, the AI user must decide on the level of care

to take which is solution to:

min
y

 yq if y ≥ ySE and regardless of the value of x

yq + h(x, y)q if y < ySE and regardless the value of x

 (24)

where ySE is the socially efficient amount of care taken by the AI user.

Look at the first line of Equation (26). The AI user will never choose at equilibrium y > ySE.

Regarding the second line of Equation (26), we find that, whatever the amount of care chosen

by the AI producer at step 1, the equilibrium AI user’s choice of care is y∗(x) = ySE(x) ≤ ySE.

If the AI producer invests the socially efficient amount of care then the AI user will do the same.

If the AI producer over-invests in care (or chooses x > xSE) then the AI user will choose

y∗(x) = ySE(x) < ySE if levels of care are substitutes. If they are complements then the AI user

will invest the socially efficient amount of care.

Assume that the AI producer chooses to under-invest in care. Then the AI user will choose

y∗(x) = ySE(x) < ySE if levels of care are complements. If they are substitutes then the AI user

will invest the socially efficient amount of care.

25



The AI user’s choice of AI quantity to demand

We next turn to finding the AI user’s choice of quantity to demand at step 2. The AI user’s

marginal willingness-to-pay for AI comes from the maximization problem for the AI user, where

she rationally anticipates using her best choice-of-care.

When care levels are complements, the AI user’s program at step 2 is:

max
q


u(q)− pq − ySEq if x = xSE

u(q)− pq − ySEq if x > xSE

u(q)− h(x, ySE(x))− pq − ySE(x)q if x < xSE

 (25)

where p is the price paid by the AI user for each unit of AI. When care levels are substitutes,

the AI user’s program becomes:

max
q


u(q)− pq − ySEq if x = xSE

u(q)− pq − ySEq if x < xSE

u(q)− h(x, ySE(x))− pq − ySE(x)q if x > xSE

 (26)

Let us do a comparison between (25) and (26). When the AI producer invests the socially

efficient amount of care then the type of care, substitute or complement, does not matter

because the AI user is induced to choose the socially efficient amount of care too. But, when

the AI producer deviates from this path (and no longer invests the socially efficient amount of

care), then the AI user (subject to negligence liability rule) will naturally continue to choose

the socially efficient amount of care in only two of those cases: (i) under-investment in care by

AI user with substitutable players’ amounts of care and (ii) over-investment in care by AI user

with complementary players’ amounts of care. The AI user eventually under-invested in care if

the AI producer chooses to over-invest (under-invest) in care while care levels are substitutes

(resp. complements). On this basis, the first order conditions yield the following inverse demand

functions. When care levels are substitutes, we have:

p(q, x) = u′(q)− ySE if x = xSE

p(q, x) = u′(q)− ySE if x < xSE

p(q, x, ySE(x)) = u′(q)− ySE(x)− h(x, ySE(x)) if x > xSE
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When care levels are complements, we have:

p(q, x) = u′(q)− ySE if x = xSE

p(q, x) = u′(q)− ySE if x > xSE

p(q, x, ySE(x)) = u′(q)− ySE(x)− h(x, ySE(x)) if x < xSE

The AI producer’s choice of care

We turn to the step 1 of the game. We have to distinguish between two cases depending on

whether levels of care are either complements or substitutes.

Care levels as complements

Assume that levels of care are complements. Under strict liability (except for the AI user

subject to negligence rule), the AI producer’s program at step 1 is:

max
x

 π(q, x) = (u′(q)− ySE)q − xq − h(x, ySE)q if x ≥ xSE

π(q, x, ySE(x)) = (u′(q)− ySE(x)− h(x, ySE(x)))q − xq if x < xSE

 (27)

If x ≥ xSE then the first-order condition equals:

−hx(x, y
SE(x)) = 1. (28)

As a consequence, the AI producer will choose the efficient amount xSE.

If x < xSE then the first-order condition, after some manipulation, still equals:

−hx(x, y
SE(x)) = 1. (29)

This result comes from the strict liability regime combined with the expected AI user’s equilib-

rium best response. Indeed, if x < xSE the first-order condition equals:

−hx(x, y
SE(x))− ySEx (x)(1 + hy(x, y

SE(x))) = 1 (30)

But, using the first-order condition coming from step 3, we have 1 + hy(x, y
SE(x)) = 0. After

replacing in (30), we find that the AI producer will choose the efficient amount xSE.

Care levels as substitutes

Finally, assume that levels of care are substitutes. The AI producer’s program at step 1 is:

max
x

 π(q, x) = (u′(q)− ySE)q − xq − h(x, ySE)q if x ≤ xSE

π(q, x, ySE(x)) = (u′(q)− ySE(x)− h(x, ySE(x)))q − xq if x > xSE

 (31)

27



The same reasoning applies. There is no under or over-investment in care at equilibrium. For

instance, when levels of care are substitutes, by over-investing in care, the AI producer could

avoid paying the patient’s compensation in case of medical error by encouraging the AI user to

under-invest in care, thus becoming liable and paying compensation instead of the AI producer.

But such a gain would be compensated by the AI producer’s extra cost of investment in care.

Thus, both the AI producer and the AI user will invest the efficient amount of care when both

amounts of care are substitutes. We summarize our results in Proposition 5 below.

Proposition 4 Assume that AI user’s liability is based on the principle of fault liability while

we apply strict liability to AI producer. Under assumption 4, we have: x∗ = xSE and y∗ = ySE.

One liability scheme will lead both the AI user and the AI producer to invest the socially

efficient level of care, regardless of the type of levels of care being either complement or substi-

tute. A non-negligent AI user will have no liability, regardless the level of care chosen by the

AI producer subject to strict liability. Once a medical accident occurs, the AI producer solely

pays the compensation if the AI user is non-negligent. But a negligent AI user will have to pay

the entire compensation in case of medical error.

6.2 AI producer’s negligence rule with AI user’s strict liability

In this section, we apply strict liability for AI users while AI producer’s liability is based on the

principle of fault liability. We study two situations.

In the first case, if the AI producer chooses the socially efficient level of care, then the AI

user is strictly liable, while if the AI producer fails to take socially efficient care, the payment of

compensation will be shared out between the two parties. We call this AI user’s strict liability

with defense of contributory negligence on part of AI producer.

In the second case, the AI user is strictly liable if the AI producer takes due care. But the

AI user will no longer be liable for any harm (independent of the level of care chosen by the AI

user) if the AI producer under-invests in care. In such a case, the AI producer is responsible

for all damages caused by the use of AI system. We call this AI user’s strict liability with pure

defense of contributory negligence on part of AI producer.
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6.2.1 AI user’s strict liability with defense of contributory negligence on part of

AI producer

In this section, we explore the implications of the following assumption.

Assumption 5 Under negligence rule, a non-negligent AI producer has no liability, regard-

less the amount of care chosen by the AI user subject to strict liability. Thus, once a medical

accident occurs, the AI user will solely bear the payment of compensation if the AI producer

is non-negligent. A negligent AI producer will share the payment of compensation with the AI

user as follows. The share β of compensation is borne by the AI user. The share 1 − β of

compensation is borne by the negligent AI producer.

The AI user’s choice of level of care

At step 3, after having purchased q units of AI, the AI user must decide on the level of care

to take which is solution to:

min
y

 yq + h(x, y)q if x ≥ xSE

yq + βh(x, y)q if x < xSE

 (32)

where xSE is the socially efficient amount of care taken by the AI producer. Look at the first

line of Equation (32). If x ≥ xSE then the AI user’s best response is y∗(x) = ySE(x). Regarding

the second line of Equation (32), we find that the AI user’s best response is now y∗(x) < ySE(x)

where y∗(x) is solution to −βhy(x, y) = 1 under the condition that the AI producer chooses

x < xSE at step 1.

The AI user’s choice of AI quantity to demand

We next turn to finding the AI user’s choice of quantity to demand at step 2. The AI user’s

marginal willingness-to-pay for AI comes from the maximization problem for the AI user, where

she rationally anticipates using her best choice-of-care. The AI user’s program at step 2 is:

max
q

 u(q)− h(x, ySE(x))− pq − ySE(x)q if x ≥ xSE

u(q)− βh(x, y∗(x))− pq − y∗(x)q if x < xSE

 (33)

where y∗(x) is solution to −βhy(x, y) = 1. We denote p the price paid by the AI user for each

unit of AI. These two first-order conditions yield the inverse demand functions:

p(q, x, ySE(x)) = u′(q)− ySE(x)− h(x, ySE(x)) if x ≥ xSE

p(q, x, y∗(x)) = u′(q)− y∗(x)− βh(x, y∗(x)) if x < xSE
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where y∗(x) is solution to −βhy(x, y) = 1.

The AI producer’s choice of care

We turn to the step 1 of the game. Under negligence rule, the AI producer’s program at

step 1 is:

max
x

 π(q, x, ySE(x)) = (u′(q)− ySE(x)− h(x, ySE(x)))q − xq if x ≥ xSE

π(q, x, y∗(x)) = (u′(q)− y∗(x)− βh(x, y∗(x)))q − xq − (1− β)h(x, y∗(x)))q if x < xSE


(34)

If x ≥ xSE the first-order condition equals:

−hx(x, y
SE(x))− ySEx (x)(1 + hy) = 1. (35)

From analysis of step 3, we have: (1 + hy) = 0. Thus, x∗(y) = xSE(y). Further, we have

previously shown that: y∗(x) = ySE(x). Consequently, If the AI producer chooses the efficient

amount of care, then she anticipates that the AI user will also choose the efficient amount of

care. Further, the AI producer has no incentive to over-invest in care.

If x < xSE we have shown that y∗(x) < ySE(x). Consequently, the AI user will choose

y∗ < ySE at equilibrium.

The AI producer can either choose the efficient amount of care, or under-invest in care.

By comparing equilibrium profits in these situations, we find that the AI producer will under-

invest in care and choose x (with AI producer choosing y(x)) at step 3 if and only if h(x, y(x))−

h(xSE, ySE) < (ySE − y(x)) + (xSE − x). In words, the AI producer will under-invest in care

if the gain resulting from the reduction of the cost of care (for both AI user and AI producer)

is superior to the increase of the amount of compensation that results from under-investing in

care. If the above inequality does not hold, then both the AI producer and the AI user will

choose the efficient levels of care. No-one over-invests in care at equilibrium. We summarize

our results in Proposition 6 below.

Proposition 5 Assume that AI producer’s liability is based on the principle of fault liability

while we apply strict liability to AI user. Under Assumption 5, we have: x∗ ≤ xSE and y∗ ≤ ySE.

More precisely, if x∗ = xSE then y∗ = ySE. But, if x∗ < ySE then y∗ < ySE.

Consider that the AI producer operates under negligence rule. Thus, a non-negligent AI

producer has no liability, regardless the amount of care chosen by the AI user, here subject to

strict liability. Thus, once a medical accident occurs, the AI user will solely bear the payment of
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compensation if the AI producer is non-negligent. However, a negligent AI producer will share

the payment of compensation with the AI user. Under this liability scheme, the AI producer

will never over-invest in care at equilibrium due to negligence rule. If the AI producer invests

the efficient amount of care, then the AI user will also choose the efficient amount of care. If

the AI producer under-invests in care, then the AI user will under-invest in care too.

6.2.2 AI user’s strict liability with pure defense of contributory negligence on part

of AI producer

In this section, we keep the same liability regime as in previous section, and we explore the

implications of Assumption 6 below.

Assumption 6 Under negligence rule, a non-negligent AI producer has no liability, regard-

less the amount of care chosen by the AI user subject to strict liability. Once a medical accident

occurs, the AI user will solely bear the payment of compensation if the AI producer is non-

negligent. If the AI producer is proven to be negligent, then the payment of compensation is

solely borne by the AI producer. The AI user has no liability, and there is no longer any sharing

of payment of compensation between the AI producer and the AI user.

The AI user’s choice of level of care

At step 3, after having purchased q units of AI, the AI user must decide on the level of care

to take which is solution to:

min
y

 yq + h(x, y)q if x ≥ xSE

yq if x < xSE

 (36)

where xSE is the socially efficient amount of care taken by the AI producer. Look at the first

line of Equation (36). If x ≥ xSE then the AI user’s best response is y∗(x) = ySE(x). Regarding

the second line of (36), we find that the AI user’s best response becomes y∗(x) = 0.

The AI user’s choice of AI quantity to demand

We next turn to finding the AI user’s choice of quantity to demand at step 2. The AI user’s

marginal willingness-to-pay for AI comes from the maximization problem for the AI user, where

she rationally anticipates using her best choice-of-care. The AI user’s program at step 2 is:

max
q

 u(q)− h(x, ySE(x))− pq − ySE(x)q if x ≥ xSE

u(q)− pq if x < xSE

 (37)
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where p is the price paid by the AI user for each unit of AI. These two first order conditions

yield the inverse demand functions:

p(q, x, ySE(x)) = u′(q)− ySE(x)− h(x, ySE(x)) if x ≥ xSE

p(q, x) = u′(q) if x < xSE

The AI producer’s choice of care

We turn to the step 1 of the game. Under negligence rule, the AI producer’s program at

step 1 is:

max
x

 π(q, x, ySE(x)) = (u′(q)− ySE(x)− h(x, ySE(x)))q − xq if x ≥ xSE

π(q, x) = (u′(q))q − xq − h(x, 0)q if x < xSE

 (38)

If x ≥ xSE the first order condition equals:

−hx(x, y
SE(x))− ySEx (1 + hy) = 1. (39)

From analysis of step 3 of the game, we have: (1 + hy) = 0. Thus, using Equation (38), we find

that: x∗(y) = xSE(y). We also know that y∗(x) = ySE(x). Consequently, if the AI producer

chooses the efficient amount of care, then the AI user will choose the efficient level of care too.

Notice also that the AI producer has no incentives to over-invest in care.

If x < xSE then the first-order condition equals:

−hx(x, 0) = 1 (40)

As a consequence, the AI producer’s strategy is given by x∗(0). The AI producer anticipates

that the AI user will not invest in care at all if she under-invests in care. We also know that the

AI user will choose the efficient amount of care if the AI producer chooses the efficient amount

of care. By comparing equilibrium profits, we find that the AI producer will under-invest in

care (x < xSE) if and only if h(x, 0) − h(xSE, ySE) < ySE + (xSE − x). The AI producer will

under-invest in care if the gain resulting from the reduction of the cost of care (for both AI

producer and AI user) is superior to increase of the amount of compensation that result from

the under investment in care. We summarize our results in proposition below.

Proposition 6 Assume that AI producer’s liability is based on the principle of fault liability

while we apply strict liability to AI user. Under assumption 6, we have: x∗ ≤ xSE and y∗ ≤ ySE.

More precisely, if x∗ = xSE then y∗ = ySE. But, if x∗ < xSE then y∗ = 0.
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Consider that the AI producer is subject to negligence rule. A non-negligent AI producer

has no liability, and the AI user will solely bear the payment of compensation due to AI user’s

strict liability. If the AI producer is proven to be negligent, we assume that the payment of

compensation is solely borne by the AI producer. The AI user has no liability here. So there is

no longer any sharing of payment of compensation between the AI producer and the AI user.

Under this liability scheme, the AI producer will never over-invest in care due to negligence rule.

But, the same is true for the AI user. Moreover, the AI producer has two issues at equilibrium.

First, the AI producer may invest the efficient amount of care. Then, the AI user responds by

choosing the efficient amount of care too. Second, the AI producer can under-invest in care at

equilibrium. Consequently, the AI user does not invest in care at all.

7 Discussion

In this section, we discuss the main findings of our paper. The results are summarized in

Table 1 below. We also discuss an extension by exploring the possibility that the compensation

sharing rule may also be based on the levels of care themselves. To begin with, we consider

the simplest liability and compensation regime. The payment of compensation is borne by the

single AI user while the AI producer has no liability. Due to the liability cost, the AI user will

choose the socially efficient level of care. As a follow-on, even if the AI producer is not liable

for any patient’s damage, we show that he will also choose the socially efficient level of care

at equilibrium. The reason is that the AI user is willing to pay more in return for higher AI

producer’s investment in care, that will reduce her expected payment of compensation. However,

this relationship is completely unbalanced as the entire liability cost is borne by the AI user.

7.1 Strict liability for AI user and producer

When both the AI producer and the AI user are subject to strict liability, a factor may pro-

foundly change the incentives of both parties. We think about the division of payment of

compensation between the AI user and the AI producer in case of medical accident. The key

point is that as soon as one reduces the share of compensation borne by the AI user (and simul-

taneously transfers this part of compensation to the AI producer), this reduces the AI user’s

incentive to invest in care, thus limiting the ability of physicians to provide the highest quality

patient care. But, at the same time, we show that this reduction of potential liabilities could
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Figure 1: Choice of levels of care by AI user and AI producer under different liability regimes
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lead physicians to increase their use of AI, which may be a significant progress in medical treat-

ment in diseases. Further upstream, the AI producer will anticipate these changes. As the AI

user tends to reduce her investment in care, the marginal product of AI producer’s investment

in care automatically increases. This effect associated with the increased demand for AI encour-

ages the AI producer to invest more in care. This outcome is all the more plausible that both

amounts of care behave like substitutes at equilibrium. It is then expected that the AI user will

under-invest in care while the AI producer will over-invest in care. But, due to many direct and

indirect effects, opposite or not, we find that another outcome may also occur. There could be

under investment in care by the AI producer at equilibrium. Under this scenario, the AI user’s

choice of care is unclear. The most unfavorable scenario would arise if she also under-invests

in healthcare. This liability framework could consequently result in a heightened incidence of

medical incidents. Overall, there are few chances that both AI user and AI producer will choose

the socially efficient levels of care. This is sufficient here to disqualify this liability framework.

7.2 Negligence rule for AI producer and/or AI user

Let us closely examine the implications of assigning liability to AI producer and/or AI user

solely upon establishing negligence on their part. Notable changes are twofold. First, as soon

as the AI producer or the AI user is subject to negligence rule, he or she will logically no longer

over-invest in care. Second, as the division of payment of compensation becomes less central

in our analysis, it appears that the type of care, either substitute or complement, will matter

little or not at all.

The most common situation in health law and economics is one AI user’s liability based

on negligence rule while the AI producer is subject to strict liability. Thus, a non-negligent

AI user has no liability anymore regardless the level of care chosen by the AI producer. If a

medical accident occurs, the AI producer will solely pay for the compensation. However, if the

AI user has proven to be negligent, then the AI producer has no liability and the AI user will

have to pay for the entire compensation. We show that this combination is socially efficient.

Consequently, our theoretical findings support the recent proposition put forth by the European

Parliament regarding the AI Liability Directive in the field of medicine. This directive posits

that there is no imperative need for a novel liability framework within this domain. Instead,

it advocates the implementation of strict liability regime for AI producers in cases of defective

products and a fault liability regime for AI users.
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To go deeper in the detail of the analysis of this liability regime, we introduce one minor

change in case the AI user is proven to be negligent. The AI user will now have to share the

payment of compensation with the AI producer instead of solely bearing the payment of com-

pensation. This assumption is plausible given the fact that the AI producer is legally responsible

even in the absence of fault or negligence while the negligent AI user is also responsible. Under

this assumption, we show that both parties will generally not invest the socially efficient levels

of care. This ensures only that the AI user will never over-invest in care. The AI producer’s

decision is rather unclear. He may either over or under-invest in care. Hence, it is crucial to

ensure that, within the framework of the negligence rule, the AI user experiences a sufficiently

high level of legal pressure, thereby fostering the creation of proper care incentives.

Presently, we examine the potential outcomes that could be anticipated if both the AI

producer and the AI user were subject to negligence rule? First of all, it may be worth noting

that the final outcome is (practically) the same, no matter the AI user is subject to negligence

rule or strict liability. Second, neither of AI producer or AI user will over-invest in care. Third,

there is some chance that the AI producer invests the efficient amount of care, in which case

the AI user will do the same. If we exclude this outcome, only one another outcome can emerge

at equilibrium: both the AI user and the AI producer under-invest in care. These results hold

true whether both levels of care are complements or substitutes.

Finally, consider the scenario where the AI producer is subject to negligence rule while the

AI user has strict liability. Next, assume that the negligent AI producer must pay the entire

compensation in case of medical accident. Then, the AI user has no liability in this case, but

remains liable if the AI producer is non negligent. Consequently, if the AI producer under-

invests in care, then the AI user will not invest in care at all. In this specific occurrence,

liability hanging over the AI user clearly appears inadequate.

7.3 Sharing policy for payment of compensation, levels of care and

negligence rule

In previous analysis, when required by the liability regime, the compensation is shared exoge-

neously between the AI producer and the AI user. But it could be assumed that these parties

pay a share of the compensation that is proportional to their causal contribution to health loss,

that is to their levels of care. The important thing is, firstly, that such a modification makes
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sense only under negligence rule. Under strict liability, we do not seek to evaluate ex post the

amounts of care and even less to share the payment of compensation among parties. Accord-

ingly, we consider in this section that both parties are subject to negligence rule. Consequently,

a non-negligent party has no liability, regardless the level of care chosen by the other party. The

entire payment of compensation is borne by the negligent party when the other one happens

to have chosen the socially efficient level of care. When both parties are negligent, then the

compensation is shared out between them according to their respective levels of care. The share

of compensation borne by the AI user, β, now depends on both levels of care, x and y. We

thus replace β in previous analysis by a function β(x, y). The game is like the one described in

Section 5. The question raised is whether there exists a function β(x, y) (and, if so, what that

function is) whereby the AI user will choose a level of care that maximizes her expected utility

for any AI producer’s level of care provided that the AI user now anticipates that her choice of

level of care has a greater influence on the sharing policy for payment of compensation.

We focus on step 3 of the game. Using the game depicted in Section 5, the AI user solves

this program:

min
y

qβ(x, y)h(x, y) + qy (41)

if the AI user does not meet the socially efficient amount of care, ySE. The first order condition

gives:

−β(x, y)hy(x, y)− βy(x, y)h(x, y) = 1. (42)

Compared to the previous equilibrium described in the paper (when β is exogeneous), there

is an additional marginal benefit: −βy(x, y)h(x, y). Consequently, not only the amount of

compensation h(x, y), but also the share of this compensation borne by the AI user β(x, y)

decreases with each additional level of care. Thus it logically creates more incentives to invest

in care at step 3.

We seek to find the function β(x, y) that can be used to verify the first order condition above.

In Appendix 2, we consider the solution to this non homogeneous first order linear differential

equation. We show that one solution is β(x, y) = ySE−y
h(x,y)

. This share of compensation (borne

by the AI user) depends on both levels of care, the amount of compensation and the AI user’s

socially efficient level of care. It is logically increasing with the AI producer’s level of care, x.

The share of compensation borne by the AI user is decreasing with the AI user’s level of care (y)

under the sufficient condition that the elasticity of the harm/compensation to the AI user’s level

of care is superior to 1. The intuition of this result runs as follows. This share of compensation
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borne by the AI user depends on the amount of compensation, h. This amount of compensation

in turn depends directly on the level of care, y. Thus, this amount of compensation must be

adequately responsive to her level of care in order to ensure that any increase in AI user’s level

of care will reduce the share of compensation borne by the AI user.

8 Conclusion

The integration of AI into the realm of medicine is poised to redefine the very essence of

medical decision-making, converting it into a collaborative process involving both the AI user

and the technological tool. This transformation, however, gives rise to a paradigm shift in the

landscape of liability, particularly in cases of medical malpractice. The pivotal questions that

emerge relate to the determination of culpability and the appropriate liability framework to be

applied. Despite the ongoing evolution of tort liability concerning AI, with very limited direct

scrutiny in court cases, the responsibility in instances of AI-assisted health decision-making,

where the ultimate decision rests with the AI user, warrants special attention (Price et al.,

2023).

A comprehensive comprehension of the implications of these liability rules is imperative to

harness the full potential of emerging technologies for the benefit of patients. Our research

underscores a crucial finding: the introduction of these novel techniques and the consequent

alterations in liability dynamics should not translate into a diminished liability for AI users as

it could result in socially inefficient investments in care. It is noteworthy, however, that this

stance doesn’t advocate for the sole burden of medical error costs to be borne by AI users.

Presently, the legal treatment of medical errors follows distinct paths: physicians are subject to

a fault based regime, while AI producers are held under a strict liability regime. Our analysis

demonstrates that maintaining this status quo aligns with the right incentives for care. The

future trajectory of research in this domain should pivot away from determining the applicable

liability regime for involved parties. Instead, it should focus on adeptly adjusting these liability

frameworks to address the intricacies posed by the integration of AI in the field of medicine.

A primary concern lies in the acquisition of information pertaining to AI user faults (such as

instances of AI misuse) or AI product defects or documentation errors. This informational gap

could heighten uncertainty regarding the legal standard of care required. Consequently, AI users

and producers will be able to operate with less awareness of the implications of liability.
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Appendices

Appendix 1: Division of compensation under strict liability

We study the effect of the allocation of compensation between the AI producer and the AI user,

on the optimal AI user’s care decision when both players operate under strict liability rule. At

step 3, the first order condition for the problem min
y

{βh(x, y) + qy} is:

−βhy(x, y)− 1 = 0 (43)

Equation (43) defines the AI user’s optimal care decision given the AI producer’s care decision.

We have previously calculated the condition characterizing the AI producer’s optimal care de-

cision at step 1. Once incorporating the AI user’s optimal care decision, we find at equilibrium

that:

−hx +
hyxhy

hyy

(1− β)− 1 = 0 (44)

Let the solution to Equation (44) be denoted as xSL. This solution depends on the parameter β.

Using Implicit Function Theorem and Equation (43), one can derive the marginal effect of β on

the AI user’s care decision at equilibrium given that the AI producer’s care level also depends

on the parameter β. We find that the sign of ∂y
∂β

is the sign of expression:

−hy(x
SL, y)− βhyx(x

SL, y)
∂xSL

∂β
(45)

The first term of Equation (45) is positive. The second term, −βhyx(x
SL, y)∂x

SL

∂β
, is negative

because hyx(x
SL, y) and ∂xSL

∂β
have opposite sign. Indeed, we have shown that: xSL < x∗ if

hyx > 0. As the socially efficient AI user’s level of care corresponds to the case where β = 1, we

have ∂xSL

∂β
> 0 if hyx > 0. At the opposite, one can readily show that ∂xSL

∂β
< 0 if hyx < 0.

As a consequence, there are two opposite effects of the parameter β on the AI user’s optimal

level of care: (i) a positive direct effect given by −hy(x
SL, y) > 0, and (ii) a negative indirect ef-

fect given by −βhyx(x
SL, y)∂x

SL

∂β
< 0. The second one corresponds to the effect of the parameter

β on AI user’s level of care via the AI producer’s care decision.

Using Equation (44) and Implicit Function Theorem, we have:

∂xSL

∂β
=

hyxhyhyy

−hxxh2
yy + (1− β)(hyxxhyhyy + h2

yxhyy − hyxhyhyyx)
. (46)

Thus, ∂xSL

∂β
> 0 if and only if

hxxh
2
yyhy − h2

yxhyyhy < h2
y(1− β)(hyxxhyy − hyxhyyx). (47)
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First, study the LHS of Equation (47). By convexity of h, we have hxxhyy − h2
yx > 0.

Multiplying by hyyhy < 0, we find that the LHS of Equation (47) is negative. Next, study

the right-hand side of Equation (47). As h2
y(1 − β) > 0, the sign of the RHS of Equation (47)

is equal to the sign of expression hyxxhyy − hyxhyyx. By assumption, we have hyxx > 0 and

hyyx > 0. As a consequence, the RHS of Equation (47) is positive if hyx < 0. Thus, ∂xSL

∂β
> 0

if hyx < 0. As the socially efficient AI user’s level of care y∗ corresponds to the case β = 1, we

find that ySL < y∗ if hyx < 0.

When hyx < 0, the positivity of the RHS of Equation (47) requires a restriction on the

magnitude of hyx, that is 0 < hyx < hyxxhyy

hyyx
. Under this condition, we anew find that ySL < y∗.

But, when hyx > hyxxhyy

hyyx
, the RHS of Equation (47) is negative. Thus, the AI user’s optimal level

of care may be either increasing or decreasing with the parameter β. As the socially efficient AI

user’s level of care y∗ corresponds to the case β = 1, we find either over-supply or under-supply

of care by the AI user when hyx > hyxxhyy

hyyx
.

Appendix 2: Sharing of compensation and negligence rule

Consider the non homogeneous linear first order condition denoted as (E):

β(y)hy(y) + β′(y)h(y) = −1. (48)

For convenience, we omit the variable x in the formulas. We can find the solution β(y) as

follows. We use the method of variation of constant.

First, consider the associated homogeneous equation denoted as (EH). It is:

β(y)hy(y) + β′(y)h(y) = 0 (49)

Next, we denote βH the solutions to (EH) and βP a particular solution to (E). The solutions

of (E) are β(y) = βH(y) + βP (y).

We start with the resolution of the associated homogeneous equation (EH). The solutions

to (EH) are βH(y) = ke−F (y) for k ∈ R where F (y) =
∫ hy(y)

h(y)
dy = lnh(y). Thus, βH(y) =

ke− lnh(y) = k
h(y)

.

Next, let us consider the particular solution to (E). It is βP (y) = K(y)e−F (y) where F (y) =

lnh(y). We have to find the function K(y) such that βP (y) = K(y)
h(y)

. To begin, we calculate

β′
P (y) =

K′(y)h(y)−K(y)h′(y)
h2(y)

. As βP (y) is solution to (E), we have βP (y)h
′(y) + β′

P (y)h(y) = −1.
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Now substitute β′
P (y) and βP (y) in this equation, we have after some manipulations, K ′(y) = −1

or K(y) = −y. Finally, substitute K(y) = −y in βP (y) =
K(y)
h(y)

, we find that βP (y) =
−y
h(y)

.

Put together, the solutions of (E) are β(y) = βH(y) + βP (y) = k−y
h(y)

. Finally, one have to

determine k. We use one initial condition, that is a point that the solution must satisfy. Here,

this condition is β(ySE) = 0. The reason is that the amount of compensation borne by the AI

user equals zero if he chooses the socially efficient amount of care as negligence rule prevails.

As β(y) = k−y
h(y)

, we have β(ySE) = k−ySE

h(ySE)
= 0 or k = ySE. Thus the general solution to (E) is

β(y) = ySE−y
h(y)

.
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